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1. **Теоретичні відомості**

Регресія – зміна функції в залежності від зміни одного чи декількох аргументів.

Вираз ![](data:image/x-wmf;base64,183GmgAAAAAAAEAnYAIACQAAAAAxewEACQAAA7QCAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYAJAJxIAAAAmBg8AGgD/////AAAQAAAAwP///6b///8AJwAABgIAAAsAAAAmBg8ADABNYXRoVHlwZQAAcAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGPESALSN9HZAkfd2dRhmdgQAAAAtAQAACAAAADIKgAFIJgEAAABleQgAAAAyCoABdCMBAAAAeHkIAAAAMgqAAfQhAQAAAGF5CAAAADIKgAHXHAEAAAB4eQgAAAAyCoABdhsBAAAAYXkIAAAAMgqAAbQVAQAAAHh5CAAAADIKgAGuEwEAAABheQgAAAAyCoABIBEBAAAAeHkIAAAAMgqAAewPAQAAAGF5CAAAADIKgAH8CgEAAAB4eQgAAAAyCoAByAkBAAAAYXkIAAAAMgqAAfwGAQAAAGF5CAAAADIKgAHDBAEAAABleQgAAAAyCoABpAIBAAAAeXkIAAAAMgqAAUwAAQAAAHp5HAAAAPsCIP8AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuABjxEgC0jfR2QJH3dnUYZnYEAAAALQEBAAQAAADwAQAACAAAADIK4AE+JAEAAABweQgAAAAyCuAB1iIBAAAAcHkIAAAAMgrgAa8dAQAAAGp5CAAAADIK4AFmHAEAAABqeQgAAAAyCuABXBYBAAAAbHkIAAAAMgrgAW4UAQAAAGx5CAAAADIK4AHIEQEAAABseQgAAAAyCuABrBABAAAAbHkcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAdnIYCmpYfCcAGPESALSN9HZAkfd2dRhmdgQAAAAtAQAABAAAAPABAQAIAAAAMgqAASklAQAAACt5CAAAADIKgAHPIAEAAAAreQgAAAAyCoABbR4BAAAAK3kIAAAAMgqAAVEaAQAAACt5CAAAADIKgAHvFwEAAAAreQgAAAAyCoABiRIBAAAAK3kIAAAAMgqAAccOAQAAACt5CAAAADIKgAFlDAEAAAAreQgAAAAyCoABowgBAAAAK3kIAAAAMgqAAcoFAQAAAD15CAAAADIKgAGkAwEAAAAreQgAAAAyCoABTgEBAAAAPXkcAAAA+wIg/wAAAAAAAJABAAAAAgQCABBTeW1ib2wAdmUYCj84fCcAGPESALSN9HZAkfd2dRhmdgQAAAAtAQEABAAAAPABAAAIAAAAMgrgAa4WAQAAACt5CAAAADIK4AHAFAEAAAAreRwAAAD7AoD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAY8RIAtI30dkCR93Z1GGZ2BAAAAC0BAAAEAAAA8AEBAAkAAAAyCoABeh8DAAAALi4uZQkAAAAyCoAB/BgDAAAALi4uZQkAAAAyCoABcg0DAAAALi4uZRwAAAD7AiD/AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAY8RIAtI30dkCR93Z1GGZ2BAAAAC0BAQAEAAAA8AEAAAgAAAAyCuABHBcBAAAAMS4IAAAAMgrgAS4VAQAAADEuCAAAADIK4AGSCwEAAAAxLggAAAAyCuABdgoBAAAAMS4IAAAAMgrgAb8HAQAAADAuCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AdnUYZnYAAAoAOACKAQAAAAAAAAAAMPMSAAQAAAAtAQAABAAAAPABAQADAAAAAAA=) відповідає *моделі класичної лінійної регресії*. Через те, що змінна *y* лінійно залежить від невідомих параметрів ![](data:image/x-wmf;base64,183GmgAAAAAAACACwAIBCQAAAADwXgEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCwAIgAhIAAAAmBg8AGgD/////AAAQAAAAwP///7f////gAQAAdwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAkAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A6arHd/Kqx3fgl8p3AAAwAAQAAAAtAQAACAAAADIKEAJxAQEAAABqeRwAAAD7AkD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgDpqsd38qrHd+CXyncAADAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCqABOQABAAAAYXkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQAAAAAKACEAigEAAAAAAAAAAPTzEgB+r8d3BAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==), ![](data:image/x-wmf;base64,183GmgAAAAAAAMAFwAIBCQAAAAAQWQEACQAAAxsBAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCwALABRIAAAAmBg8AGgD/////AAAQAAAAwP///6L///+ABQAAYgIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAJmAPcCBQAAABMCZgB5BRwAAAD7AkD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgC4rvN3wa7zdyBA9XcWBWb4BAAAAC0BAQAIAAAAMgoAAqAEAQAAAHB5CAAAADIKAAKNAAEAAABqeRwAAAD7AkD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgC4rvN3wa7zdyBA9XcWBWb4BAAAAC0BAgAEAAAA8AEBAAgAAAAyCgACwwMBAAAALHkIAAAAMgoAAukCAQAAADB5HAAAAPsCQP4AAAAAAACQAQAAAAIAAgAQU3ltYm9sAACoBQoooPESALiu83fBrvN3IED1dxYFZvgEAAAALQEBAAQAAADwAQIACAAAADIKAAKKAQEAAAA9eQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAPgWBWb4AAAKACEAigEAAAAAAgAAALzzEgAEAAAALQECAAQAAADwAQEAAwAAAAAA), регресійна модель називається *лінійною* *за параметрами* (або просто лінійною), а співвідношення![](data:image/x-wmf;base64,183GmgAAAAAAACAMIAUBCQAAAAAQVwEACQAAA7kBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCIAUgDBIAAAAmBg8AGgD/////AAAQAAAAwP///7T////gCwAA1AQAAAsAAAAmBg8ADABNYXRoVHlwZQAAEAEcAAAA+wLA/QAAAAAAAJABAAAAAgACABBTeW1ib2wAADwLCgWc4RIAuK7zd8Gu83cgQPV3vApm0AQAAAAtAQAACAAAADIKSQOSBgEAAADleRwAAAD7AsD+AAAAAAAAkAEAAAACAAIAEFN5bWJvbAAAtAoKZJzhEgC4rvN3wa7zdyBA9Xe8CmbQBAAAAC0BAQAEAAAA8AEAAAgAAAAyCr4EKwcBAAAAPXkcAAAA+wJA/gAAAAAAAJABAAAAAgACABBTeW1ib2wAADwLCgac4RIAuK7zd8Gu83cgQPV3vApm0AQAAAAtAQAABAAAAPABAQAIAAAAMgoAAyUFAQAAACt5CAAAADIKAAOnAQEAAAA9eRwAAAD7AsD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgC4rvN3wa7zdyBA9Xe8CmbQBAAAAC0BAQAEAAAA8AEAAAgAAAAyCkEBIAcBAAAAcHkIAAAAMgq+BHoGAQAAAGt5CAAAADIKcAMMCwEAAABreQgAAAAyCnADWQkBAAAAa3kcAAAA+wJA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AuK7zd8Gu83cgQPV3vApm0AQAAAAtAQAABAAAAPABAQAIAAAAMgoAAzgKAQAAAHh5CAAAADIKAANoCAEAAABheQgAAAAyCgADDQMBAAAAYXkIAAAAMgoAA2MAAQAAAHl5HAAAAPsCwP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuALiu83fBrvN3IED1d7wKZtAEAAAALQEBAAQAAADwAQAACAAAADIKvgTCBwEAAAAxeQgAAAAyCnAD+QMBAAAAMHkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQDQvApm0AAACgAhAIoBAAAAAAAAAAC44xIABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)– *лінійним регресійним рівнянням*.

Незалежні змінні ![](data:image/x-wmf;base64,183GmgAAAAAAAOAIwAIBCQAAAAAwVAEACQAAA0MBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCwALgCBIAAAAmBg8AGgD/////AAAQAAAAwP///7f///+gCAAAdwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAkAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AuK7zd8Gu83cgQPV3tQdmpAQAAAAtAQAACAAAADIKEALKBwEAAABweRwAAAD7AkD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgC4rvN3wa7zdyBA9Xe1B2akBAAAAC0BAQAEAAAA8AEAAAgAAAAyCqABxgYBAAAAeHkIAAAAMgqgAYYCAQAAAHh5CAAAADIKoAFOAAEAAAB4eRwAAAD7AkD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgC4rvN3wa7zdyBA9Xe1B2akBAAAAC0BAAAEAAAA8AEBAAoAAAAyCqABTAQFAAAALC4uLiwACAAAADIKoAHMAQEAAAAsLhwAAAD7AoD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgC4rvN3wa7zdyBA9Xe1B2akBAAAAC0BAQAEAAAA8AEAAAgAAAAyChACWgMBAAAAMi4IAAAAMgoQAvgAAQAAADEuCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0ApLUHZqQAAAoAIQCKAQAAAAAAAAAAuOMSAAQAAAAtAQAABAAAAPABAQADAAAAAAA=)в рівнянні лінійної регресії називаються *регресорами*, параметри ![](data:image/x-wmf;base64,183GmgAAAAAAAKAIoAIBCQAAAAAQVAEACQAAA0MBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCoAKgCBIAAAAmBg8AGgD/////AAAQAAAAwP///7f///9gCAAAVwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAgAAcAAAA+wLA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AuK7zd8Gu83cgQPV30AdmkwQAAAAtAQAACAAAADIKEAKoBwEAAABweRwAAAD7AkD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgC4rvN3wa7zdyBA9XfQB2aTBAAAAC0BAQAEAAAA8AEAAAgAAAAyCqABjwYBAAAAYXkIAAAAMgqgAaACAQAAAGF5CAAAADIKoAE5AAEAAABheRwAAAD7AkD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgC4rvN3wa7zdyBA9XfQB2aTBAAAAC0BAAAEAAAA8AEBAAoAAAAyCqABKgQFAAAALC4uLiwACAAAADIKoAH7AQEAAAAsLhwAAAD7AsD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgC4rvN3wa7zdyBA9XfQB2aTBAAAAC0BAQAEAAAA8AEAAAgAAAAyChACbgMBAAAAMS4IAAAAMgoQAiUBAQAAADAuCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0Ak9AHZpMAAAoAIQCKAQAAAAAAAAAAvPMSAAQAAAAtAQAABAAAAPABAQADAAAAAAA=) – *коефіцієнтами регресії*. Регресор може співпадати з факторною змінною або може бути довільною функцією від факторів, що не містить невідомих параметрів.

Для регресійних моделей існує декілька покрокових процедур (англ. *stepwise* – поступово, поетапно) відбору змінних: процедура послідовного приєднання, процедура приєднання-видалення та процедура послідовного видалення.

Ми детально розглянемо один із можливих способів організації розрахунків в покроковій процедурі приєднання, який називається методом крокової регресії.

Метод крокової регресії дає можливість визначити структуру функціональної залежності між вихідною та незалежними змінними.

*Алгоритм методу крокової регресії* містить таку послідовність дій.

1. Сформувати набір регресорів, які можуть впливати на значення вихідної змінної, зокрема, фактори (тобто вхідні змінні), квадрати факторів, їх добутки тощо.

2. Розрахувавши вибіркові коефіцієнти парної кореляції кожного регресора з вихідною змінною *Z*, вибрати та ввести регресор ![](data:image/x-wmf;base64,183GmgAAAAAAACACYAICCQAAAABTXgEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYAIgAhIAAAAmBg8AGgD/////AAAQAAAAwP///7f////gAQAAFwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A6arHd/Kqx3fgl8p3AAAwAAQAAAAtAQAACAAAADIKEAImAQEAAABreRwAAAD7AkD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgDpqsd38qrHd+CXyncAADAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCqABTgABAAAAeHkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQAAAAAKACEAigEAAAAAAAAAAPTzEgB+r8d3BAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==), який має максимальний за модулем коефіцієнт кореляції, до складу початкового варіанта моделі – так званої моделі першого *l=*1наближення ![](data:image/x-wmf;base64,183GmgAAAAAAAGAOYAMBCQAAAAAQUwEACQAAA5kBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYANgDhIAAAAmBg8AGgD/////AAAQAAAAwP///6b///8gDgAABgMAAAsAAAAmBg8ADABNYXRoVHlwZQAAgAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AuK7zd8Gu83cgQPV3TgRmUwQAAAAtAQAACAAAADIK0AISDQIAAABraQgAAAAyCvwCNAEBAAAAaWkcAAAA+wJA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AuK7zd8Gu83cgQPV3TgRmUwQAAAAtAQEABAAAAPABAAAIAAAAMgpgAjwMAQAAAHhpCAAAADIKYAJ0CQEAAABhaQgAAAAyCmAC+gQBAAAAYWkIAAAAMgpgAmMAAQAAAHlpHAAAAPsCgP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuALiu83fBrvN3IED1d04EZlMEAAAALQEAAAQAAADwAQEACAAAADIKgAGECwEAAAApaQgAAAAyCoAB3QoBAAAAMWkIAAAAMgqAAXgKAQAAAChpCAAAADIKFAM7CgEAAAAxaQgAAAAyCoABCgcBAAAAKWkIAAAAMgqAAWMGAQAAADFpCAAAADIKgAH+BQEAAAAoaQgAAAAyChQD5QUBAAAAMGkIAAAAMgqAAV8CAQAAAClpCAAAADIKgAG4AQEAAAAxaQgAAAAyCoABUwEBAAAAKGkcAAAA+wJA/gAAAAAAAJABAAAAAgACABBTeW1ib2wAACgICs+g8RIAuK7zd8Gu83cgQPV3TgRmUwQAAAAtAQEABAAAAPABAAAIAAAAMgpgAh0IAQAAACtpCAAAADIKYAKOAwEAAAA9aQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAFNOBGZTAAAKACEAigEAAAAAAAAAALzzEgAEAAAALQEAAAQAAADwAQEAAwAAAAAA).

3. Обчислити вектор ![](data:image/x-wmf;base64,183GmgAAAAAAAKAMYAMACQAAAADRUQEACQAAA6EBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYAOgDBIAAAAmBg8AGgD/////AAAQAAAAwP///6T///9gDAAABAMAAAsAAAAmBg8ADABNYXRoVHlwZQAAgAAcAAAA+wJA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A6arHd/Kqx3fgl8p3AAAwAAQAAAAtAQAACAAAADIKYALwCwEAAABdeQgAAAAyCrkBFgkBAAAAfnkIAAAAMgpgAmUIAQAAACx5CAAAADIKuQGSBQEAAAB+eQgAAAAyCmAC4wQBAAAAW3kcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A6arHd/Kqx3fgl8p3AAAwAAQAAAAtAQEABAAAAPABAAAIAAAAMgqCATYLAQAAACl5CAAAADIKggGPCgEAAAAxeQgAAAAyCoIBKwoBAAAAKHkIAAAAMgoSA8sJAQAAADF5CAAAADIKggGyBwEAAAApeQgAAAAyCoIBCwcBAAAAMXkIAAAAMgqCAacGAQAAACh5CAAAADIKEgNrBgEAAAAweQgAAAAyCpcBhAIBAAAAKXkIAAAAMgqXAd0BAQAAADF5CAAAADIKlwF5AQEAAAAoeRwAAAD7AkD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgDpqsd38qrHd+CXyncAADAABAAAAC0BAAAEAAAA8AEBAAgAAAAyCmACBwkBAAAAYXkIAAAAMgpgAoMFAQAAAGF5CAAAADIKYAJcAAEAAABBeRwAAAD7AkD+AAAAAAAAkAEAAAACAAIAEFN5bWJvbAB3QAAAALUIChfpqsd38qrHd+CXyncAADAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCmACpAMBAAAAPXkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQAAAAAKACEAigEAAAAAAAAAAPTzEgB+r8d3BAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==) оцінок параметрів моделі першого наближення, розрахувати модельні значення ![](data:image/x-wmf;base64,183GmgAAAAAAAOABYAIBCQAAAACQXQEACQAAA/UAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYALgARIAAAAmBg8AGgD/////AAAQAAAAwP///7f///+gAQAAFwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A6arHd/Kqx3fgl8p3AAAwAAQAAAAtAQAACAAAADIKEAIzAQEAAABpeRwAAAD7AkD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgDpqsd38qrHd+CXyncAADAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCqABYwABAAAAeXkcAAAA+wJA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A6arHd/Kqx3fgl8p3AAAwAAQAAAAtAQAABAAAAPABAQAIAAAAMgr4AFIAAQAAAH55CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AAAAACgAhAIoBAAAAAAEAAAD08xIAfq/HdwQAAAAtAQEABAAAAPABAAADAAAAAAA=) та нев’язки цієї моделі: ![](data:image/x-wmf;base64,183GmgAAAAAAAIAZYAMACQAAAADxRAEACQAAA1kCAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYAOAGRIAAAAmBg8AGgD/////AAAQAAAAwP///6X///9AGQAABQMAAAsAAAAmBg8ADABNYXRoVHlwZQAAgAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AuK7zd8Gu83cgQPV3JQdm6AQAAAAtAQAACAAAADIK0AIcGAIAAABraQgAAAAyCtACiw0BAAAAaWkIAAAAMgr7AusIAQAAAGlpCAAAADIK0AKlBQEAAABpaQgAAAAyCvsCFQEBAAAAaWkcAAAA+wJA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AuK7zd8Gu83cgQPV3JQdm6AQAAAAtAQEABAAAAPABAAAIAAAAMgpgAkkXAQAAAHhpCAAAADIKYAJhFAEAAABhaQgAAAAyCmAC1w8BAAAAYWkIAAAAMgpgAtAMAQAAAHppCAAAADIKYAIbCAEAAAB5aQgAAAAyCmAC6gQBAAAAemkcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AuK7zd8Gu83cgQPV3JQdm6AQAAAAtAQAABAAAAPABAQAIAAAAMgqBAZMWAQAAAClpCAAAADIKgQHtFQEAAAAxaQgAAAAyCoEBiBUBAAAAKGkIAAAAMgoTAycVAQAAADFpCAAAADIKgQEJEgEAAAApaQgAAAAyCoEBYxEBAAAAMWkIAAAAMgqBAf4QAQAAAChpCAAAADIKEwPBEAEAAAAwaQgAAAAyCoEBLQoBAAAAKWkIAAAAMgqBAYcJAQAAADFpCAAAADIKgQEiCQEAAAAoaQgAAAAyCoEBRwIBAAAAKWkIAAAAMgqBAaEBAQAAADFpCAAAADIKgQE8AQEAAAAoaRwAAAD7AkD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgC4rvN3wa7zdyBA9XclB2boBAAAAC0BAQAEAAAA8AEAAAgAAAAyCrgBcBQBAAAAfmkIAAAAMgq4AeYPAQAAAH5pCAAAADIKuAEKCAEAAAB+aRwAAAD7AkD+AAAAAAAAkAEAAAACAAIAEFN5bWJvbAAAmQYKLaDxEgC4rvN3wa7zdyBA9XclB2boBAAAAC0BAAAEAAAA8AEBAAgAAAAyCmACFhMBAAAALWkIAAAAMgpgAowOAQAAAC1pCAAAADIKYAJVCwEAAAA9aQgAAAAyCmACpgYBAAAALWkIAAAAMgpgAm8DAQAAAD1pHAAAAPsCQP4AAAAAAACQAQEAAAIEAgAQU3ltYm9sAACtBgp6oPESALiu83fBrvN3IED1dyUHZugEAAAALQEBAAQAAADwAQAACAAAADIKYAIkAAEAAABlaQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAOglB2boAAAKACEAigEAAAAAAAAAALzzEgAEAAAALQEAAAQAAADwAQEAAwAAAAAA).

Н*ев’язка* (залишок, похибка) - різниця між значенням залежної змінної *zi* та її модельним значенням ![](data:image/x-wmf;base64,183GmgAAAAAAAOABYAIBCQAAAACQXQEACQAAA/UAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYALgARIAAAAmBg8AGgD/////AAAQAAAAwP///7f///+gAQAAFwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AuK7zd8Gu83cgQPV3iQRmZAQAAAAtAQAACAAAADIKEAIzAQEAAABpeRwAAAD7AkD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgC4rvN3wa7zdyBA9XeJBGZkBAAAAC0BAQAEAAAA8AEAAAgAAAAyCqABYwABAAAAeXkcAAAA+wJA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AuK7zd8Gu83cgQPV3iQRmZAQAAAAtAQAABAAAAPABAQAIAAAAMgr4AFIAAQAAAH55CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AZIkEZmQAAAoAIQCKAQAAAAABAAAAuOMSAAQAAAAtAQEABAAAAPABAAADAAAAAAA=): ![](data:image/x-wmf;base64,183GmgAAAAAAAGAIYAIBCQAAAAAQVAEACQAAA20BAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYAJgCBIAAAAmBg8AGgD/////AAAQAAAAwP///7f///8gCAAAFwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AuK7zd8Gu83cgQPV3jQRm+wQAAAAtAQAACAAAADIKEAKtBwEAAABpeQgAAAAyChACZwQBAAAAaXkIAAAAMgoQAhUBAQAAAGl5HAAAAPsCQP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuALiu83fBrvN3IED1d40EZvsEAAAALQEBAAQAAADwAQAACAAAADIKoAHdBgEAAAB5eQgAAAAyCqABrAMBAAAAenkcAAAA+wJA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AuK7zd8Gu83cgQPV3jQRm+wQAAAAtAQAABAAAAPABAQAIAAAAMgr4AMwGAQAAAH55HAAAAPsCQP4AAAAAAACQAQAAAAIAAgAQU3ltYm9sAAC3BArIQPESALiu83fBrvN3IED1d40EZvsEAAAALQEBAAQAAADwAQAACAAAADIKoAFoBQEAAAAteQgAAAAyCqABMQIBAAAAPXkcAAAA+wJA/gAAAAAAAJABAQAAAgQCABBTeW1ib2wAAGUFCnVA8RIAuK7zd8Gu83cgQPV3jQRm+wQAAAAtAQAABAAAAPABAQAIAAAAMgqgASQAAQAAAGV5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0A+40EZvsAAAoAIQCKAQAAAAABAAAAXPMSAAQAAAAtAQEABAAAAPABAAADAAAAAAA=), ![](data:image/x-wmf;base64,183GmgAAAAAAAOAEoAICCQAAAABTWAEACQAAAxsBAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCoALgBBIAAAAmBg8AGgD/////AAAQAAAAwP///6L///+gBAAAQgIAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAJmAI8CBQAAABMCZgCEBBwAAAD7AkD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgDpqsd38qrHd+CXyncAADAABAAAAC0BAQAIAAAAMgoAArIDAQAAAG55CAAAADIKAAIrAAEAAABpeRwAAAD7AkD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgDpqsd38qrHd+CXyncAADAABAAAAC0BAgAEAAAA8AEBAAgAAAAyCgACDQMBAAAALHkIAAAAMgoAAlcCAQAAADF5HAAAAPsCQP4AAAAAAACQAQAAAAIAAgAQU3ltYm9sAHdAAAAAdQUKEumqx3fyqsd34JfKdwAAMAAEAAAALQEBAAQAAADwAQIACAAAADIKAAIiAQEAAAA9eQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAAAAAAoAIQCKAQAAAAACAAAA9PMSAH6vx3cEAAAALQECAAQAAADwAQEAAwAAAAAA).

4. Розрахувати суму квадратів нев’язок моделі: ![](data:image/x-wmf;base64,183GmgAAAAAAAKAKwAQBCQAAAABwUAEACQAAAyECAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCwASgChIAAAAmBg8AGgD/////AAAQAAAAwP///7j///9gCgAAeAQAAAsAAAAmBg8ADABNYXRoVHlwZQAAAAEcAAAA+wIA/gAAAAAAAJABAAAAAgACABBTeW1ib2wAd0AAAAC2CApY6arHd/Kqx3fgl8p3AAAwAAQAAAAtAQAACAAAADIKBQNLBAEAAADleRwAAAD7AsD+AAAAAAAAkAEAAAACAAIAEFN5bWJvbAB3QAAAAMMICvjpqsd38qrHd+CXyncAADAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCnQEpwQBAAAAPXkcAAAA+wKA/gAAAAAAAJABAAAAAgACABBTeW1ib2wAd0AAAAC2CApZ6arHd/Kqx3fgl8p3AAAwAAQAAAAtAQAABAAAAPABAQAIAAAAMgrAAhkDAQAAAD15HAAAAPsCwP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAOmqx3fyqsd34JfKdwAAMAAEAAAALQEBAAQAAADwAQAACAAAADIKPQGyBAEAAABueQgAAAAyCnQEPAQBAAAAaXkIAAAAMgpDAz8HAQAAAGl5HAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAOmqx3fyqsd34JfKdwAAMAAEAAAALQEAAAQAAADwAQEACAAAADIKwAJAAAEAAABTeRwAAAD7AsD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgDpqsd38qrHd+CXyncAADAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCnQEPgUBAAAAMXkIAAAAMgoUAooJAQAAADJ5CAAAADIK/wFACAEAAAApeQgAAAAyCv8BtQcBAAAAMXkIAAAAMgr/AWAHAQAAACh5CAAAADIKFAIeAgEAAAApeQgAAAAyChQCkwEBAAAAMXkIAAAAMgoUAj4BAQAAACh5HAAAAPsCgP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAOmqx3fyqsd34JfKdwAAMAAEAAAALQEAAAQAAADwAQEACAAAADIKwALnCAEAAAApeQgAAAAyCsAC8AUBAAAAKHkcAAAA+wKA/gAAAAAAAJABAQAAAgQCABBTeW1ib2wAd0AAAADDCAr76arHd/Kqx3fgl8p3AAAwAAQAAAAtAQEABAAAAPABAAAIAAAAMgrAAmgGAQAAAGV5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AAAAACgAhAIoBAAAAAAAAAAD08xIAfq/HdwQAAAAtAQAABAAAAPABAQADAAAAAAA=).

5. Розрахувати вибіркові коефіцієнти кореляції не введених у модель регресорів з нев’язками ![](data:image/x-wmf;base64,183GmgAAAAAAAAALYAMBCQAAAABwVgEACQAAA8EBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYAMACxIAAAAmBg8AGgD/////AAAQAAAAwP///6X////ACgAABQMAAAsAAAAmBg8ADABNYXRoVHlwZQAAgAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AuK7zd8Gu83cgQPV3qQZmtwQAAAAtAQAACAAAADIKgQExCgEAAAApeQgAAAAyCoEBJAkBAAAAKHkIAAAAMgqBAUkCAQAAACl5CAAAADIKgQE8AQEAAAAoeRwAAAD7AkD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgC4rvN3wa7zdyBA9XepBma3BAAAAC0BAQAEAAAA8AEAAAgAAAAyCrgBDAgBAAAAfnkcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AuK7zd8Gu83cgQPV3qQZmtwQAAAAtAQAABAAAAPABAQAIAAAAMgqBAagJAQAAAGx5CAAAADIK+wLtCAEAAABpeQgAAAAyCtACpwUBAAAAaXkIAAAAMgqBAcABAQAAAGx5CAAAADIK+wIVAQEAAABpeRwAAAD7AkD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgC4rvN3wa7zdyBA9XepBma3BAAAAC0BAQAEAAAA8AEAAAgAAAAyCmACHQgBAAAAeXkIAAAAMgpgAuwEAQAAAHp5HAAAAPsCQP4AAAAAAACQAQAAAAIAAgAQU3ltYm9sAAD0Awo2oPESALiu83fBrvN3IED1d6kGZrcEAAAALQEAAAQAAADwAQEACAAAADIKYAKoBgEAAAAteQgAAAAyCmACcQMBAAAAPXkcAAAA+wJA/gAAAAAAAJABAQAAAgQCABBTeW1ib2wAAP8GCr6g8RIAuK7zd8Gu83cgQPV3qQZmtwQAAAAtAQEABAAAAPABAAAIAAAAMgpgAiQAAQAAAGV5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0At6kGZrcAAAoAIQCKAQAAAAAAAAAAvPMSAAQAAAAtAQAABAAAAPABAQADAAAAAAA=), ![](data:image/x-wmf;base64,183GmgAAAAAAAOAEoAICCQAAAABTWAEACQAAAxsBAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCoALgBBIAAAAmBg8AGgD/////AAAQAAAAwP///6L///+gBAAAQgIAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAJmAI8CBQAAABMCZgCEBBwAAAD7AkD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgC4rvN3wa7zdyBA9XeSBmaeBAAAAC0BAQAIAAAAMgoAArIDAQAAAG55CAAAADIKAAIrAAEAAABpeRwAAAD7AkD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgC4rvN3wa7zdyBA9XeSBmaeBAAAAC0BAgAEAAAA8AEBAAgAAAAyCgACDQMBAAAALHkIAAAAMgoAAlcCAQAAADF5HAAAAPsCQP4AAAAAAACQAQAAAAIAAgAQU3ltYm9sAACTBgpPyOESALiu83fBrvN3IED1d5IGZp4EAAAALQEBAAQAAADwAQIACAAAADIKAAIiAQEAAAA9eQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAJ6SBmaeAAAKACEAigEAAAAAAgAAAOTjEgAEAAAALQECAAQAAADwAQEAAwAAAAAA), де *l* – номер наближення для попереднього кроку підбору структури моделі, визначити найбільш корельований (максимальний за модулем коефіцієнта кореляції) з нев’язками регресор і ввести його до складу моделі чергового (*l*+1)-го наближення.

6. Обчислити вектор ![](data:image/x-wmf;base64,183GmgAAAAAAAGAEQAIBCQAAAAAwWAEACQAAAzEBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAJgBBIAAAAmBg8AGgD/////AAAQAAAAwP///77///8gBAAA/gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAIAAcAAAA+wLA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A6arHd/Kqx3fgl8p3AAAwAAQAAAAtAQAACAAAADIKNwGjAwEAAAApeQgAAAAyCjcBEgMBAAAAMXkIAAAAMgo3AYUBAQAAACh5HAAAAPsCwP4AAAAAAACQAQAAAAIAAgAQU3ltYm9sAHdAAAAAKQcK/+mqx3fyqsd34JfKdwAAMAAEAAAALQEBAAQAAADwAQAACAAAADIKNwFxAgEAAAAreRwAAAD7AsD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgDpqsd38qrHd+CXyncAADAABAAAAC0BAAAEAAAA8AEBAAgAAAAyCjcB+AEBAAAAbHkcAAAA+wJA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A6arHd/Kqx3fgl8p3AAAwAAQAAAAtAQEABAAAAPABAAAIAAAAMgoAAlwAAQAAAEF5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AAAAACgAhAIoBAAAAAAAAAACU8xIAfq/HdwQAAAAtAQAABAAAAPABAQADAAAAAAA=) оцінок параметрів ускладненої моделі на поточному *l*+1 кроці процедури підбору структури моделі ![](data:image/x-wmf;base64,183GmgAAAAAAAMAEAAMBCQAAAADQWQEACQAAA10BAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAPABBIAAAAmBg8AGgD/////AAAQAAAAwP///6////+ABAAArwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AuK7zd8Gu83cgQPV3hQZm8wQAAAAtAQAACAAAADIKdwEGBAEAAAApeQgAAAAyCncBXwMBAAAAMXkIAAAAMgp3AWkBAQAAACh5HAAAAPsCQP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuALiu83fBrvN3IED1d4UGZvMEAAAALQEBAAQAAADwAQAACAAAADIKmQFSAAEAAAB+eRwAAAD7AoD+AAAAAAAAkAEAAAACAAIAEFN5bWJvbAAANwYKd6DxEgC4rvN3wa7zdyBA9XeFBmbzBAAAAC0BAAAEAAAA8AEBAAgAAAAyCncBjgIBAAAAK3kcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AuK7zd8Gu83cgQPV3hQZm8wQAAAAtAQEABAAAAPABAAAIAAAAMgp3AewBAQAAAGx5HAAAAPsCQP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuALiu83fBrvN3IED1d4UGZvMEAAAALQEAAAQAAADwAQEACAAAADIKQAJjAAEAAAB5eQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAPOFBmbzAAAKACEAigEAAAAAAQAAALzzEgAEAAAALQEBAAQAAADwAQAAAwAAAAAA), розрахувати нев’язки ![](data:image/x-wmf;base64,183GmgAAAAAAACAOYAMACQAAAABRUwEACQAAAwUCAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYAMgDhIAAAAmBg8AGgD/////AAAQAAAAwP///6X////gDQAABQMAAAsAAAAmBg8ADABNYXRoVHlwZQAAgAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AuK7zd8Gu83cgQPV3uQZm0QQAAAAtAQAACAAAADIKgQFTDQEAAAApeQgAAAAyCoEBrQwBAAAAMXkIAAAAMgqBAbUKAQAAACh5CAAAADIKgQHaAwEAAAApeQgAAAAyCoEBNAMBAAAAMXkIAAAAMgqBATwBAQAAACh5HAAAAPsCQP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuALiu83fBrvN3IED1d7kGZtEEAAAALQEBAAQAAADwAQAACAAAADIKuAGdCQEAAAB+eRwAAAD7AoD+AAAAAAAAkAEAAAACAAIAEFN5bWJvbAAAewcKHaDxEgC4rvN3wa7zdyBA9Xe5BmbRBAAAAC0BAAAEAAAA8AEBAAgAAAAyCoEB2wsBAAAAK3kIAAAAMgqBAWICAQAAACt5HAAAAPsCQP4AAAAAAACQAQAAAAIAAgAQU3ltYm9sAABtBwpFoPESALiu83fBrvN3IED1d7kGZtEEAAAALQEBAAQAAADwAQAACAAAADIKYAI5CAEAAAAteQgAAAAyCmACAgUBAAAAPXkcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AuK7zd8Gu83cgQPV3uQZm0QQAAAAtAQAABAAAAPABAQAIAAAAMgqBATkLAQAAAGx5CAAAADIK+wJ+CgEAAABpeQgAAAAyCtACOAcBAAAAaXkIAAAAMgqBAcABAQAAAGx5CAAAADIK+wIVAQEAAABpeRwAAAD7AkD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgC4rvN3wa7zdyBA9Xe5BmbRBAAAAC0BAQAEAAAA8AEAAAgAAAAyCmACrgkBAAAAeXkIAAAAMgpgAn0GAQAAAHp5HAAAAPsCQP4AAAAAAACQAQEAAAIEAgAQU3ltYm9sAAB7BwofoPESALiu83fBrvN3IED1d7kGZtEEAAAALQEAAAQAAADwAQEACAAAADIKYAIkAAEAAABleQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtANG5BmbRAAAKACEAigEAAAAAAQAAALzzEgAEAAAALQEBAAQAAADwAQAAAwAAAAAA) та відповідну суму квадратів нев’язок ![](data:image/x-wmf;base64,183GmgAAAAAAACAPYAUBCQAAAABQVAEACQAAA0ECAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYAUgDxIAAAAmBg8AGgD/////AAAQAAAAwP///6n////gDgAACQUAAAsAAAAmBg8ADABNYXRoVHlwZQAAIAEcAAAA+wIA/gAAAAAAAJABAAAAAgACABBTeW1ib2wAAJgGCp2g8RIAuK7zd8Gu83cgQPV3jQZmbwQAAAAtAQAACAAAADIKVAOmBgEAAADleRwAAAD7AoD+AAAAAAAAkAEAAAACAAIAEFN5bWJvbAAAmQYKRaDxEgC4rvN3wa7zdyBA9XeNBmZvBAAAAC0BAQAEAAAA8AEAAAgAAAAyCgQF7gYBAAAAPXkIAAAAMgpDAgQLAQAAACt5CAAAADIKVwJ7AgEAAAAreRwAAAD7AkD+AAAAAAAAkAEAAAACAAIAEFN5bWJvbAAAmAYKnqDxEgC4rvN3wa7zdyBA9XeNBmZvBAAAAC0BAAAEAAAA8AEBAAgAAAAyCiADCgUBAAAAPXkcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AuK7zd8Gu83cgQPV3jQZmbwQAAAAtAQEABAAAAPABAAAIAAAAMgp9Af0GAQAAAG55CAAAADIKBAVcBgEAAABpeQgAAAAyCkMCZgoBAAAAbHkIAAAAMgq5A7oJAQAAAGl5CAAAADIKVwLdAQEAAABseRwAAAD7AkD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgC4rvN3wa7zdyBA9XeNBmZvBAAAAC0BAAAEAAAA8AEBAAgAAAAyCiADQAABAAAAU3kcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AuK7zd8Gu83cgQPV3jQZmbwQAAAAtAQEABAAAAPABAAAIAAAAMgoEBbYHAQAAADF5CAAAADIKVwLjDQEAAAAyeQgAAAAyCkMCeQwBAAAAKXkIAAAAMgpDAtILAQAAADF5CAAAADIKQwLjCQEAAAAoeQgAAAAyClcC8AMBAAAAKXkIAAAAMgpXAkkDAQAAADF5CAAAADIKVwJaAQEAAAAoeRwAAAD7AkD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgC4rvN3wa7zdyBA9XeNBmZvBAAAAC0BAAAEAAAA8AEBAAgAAAAyCiADMg0BAAAAKXkIAAAAMgogA0MIAQAAACh5HAAAAPsCQP4AAAAAAACQAQEAAAIEAgAQU3ltYm9sAACZBgpIoPESALiu83fBrvN3IED1d40GZm8EAAAALQEBAAQAAADwAQAACAAAADIKIAPPCAEAAABleQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAG+NBmZvAAAKACEAigEAAAAAAAAAALzzEgAEAAAALQEAAAQAAADwAQEAAwAAAAAA).

7. Розрахувати ![](data:image/x-wmf;base64,183GmgAAAAAAAMABwAEECQAAAAAVXgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCwAHAARIAAAAmBg8AGgD/////AAAQAAAAwP///9f///+AAQAAlwEAAAsAAAAmBg8ADABNYXRoVHlwZQAAIAAcAAAA+wJA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AuK7zd8Gu83cgQPV3YAZmkgQAAAAtAQAACAAAADIKgAFHAAEAAABGeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAABgBmaSAAAKACEAigEAAAAA/////7zzEgAEAAAALQEBAAQAAADwAQAAAwAAAAAA)-статистику Фішера для двох послідовно отриманих моделей для перевірки ефективності ускладнення моделі за формулою:

![](data:image/x-wmf;base64,183GmgAAAAAAAIAPgAUACQAAAAARVAEACQAAAw8CAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgAWADxIAAAAmBg8AGgD/////AAAQAAAAwP///6v///9ADwAAKwUAAAsAAAAmBg8ADABNYXRoVHlwZQAAEAEIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFALwAmEDBQAAABMC8AI5DxwAAAD7AoD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgC4rvN3wa7zdyBA9XdVBmbSBAAAAC0BAQAIAAAAMgpaBNgKAQAAACl5CAAAADIKWgQyCgEAAAAxeQgAAAAyCloEOggBAAAAKHkIAAAAMgp7AdcNAQAAACl5CAAAADIKewExDQEAAAAxeQgAAAAyCnsBOQsBAAAAKHkIAAAAMgp7AbsHAQAAACl5CAAAADIKewGuBgEAAAAoeRwAAAD7AkD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgC4rvN3wa7zdyBA9XdVBmbSBAAAAC0BAgAEAAAA8AEBAAgAAAAyCkQClA4BAAAAKXkIAAAAMgpEAucEAQAAACh5HAAAAPsCgP4AAAAAAACQAQAAAAIAAgAQU3ltYm9sAABWBgrZQPESALiu83fBrvN3IED1d1UGZtIEAAAALQEBAAQAAADwAQIACAAAADIKWgRgCQEAAAAreQgAAAAyCnsBXwwBAAAAK3kcAAAA+wJA/gAAAAAAAJABAAAAAgACABBTeW1ib2wAABoGCg1A8RIAuK7zd8Gu83cgQPV3VQZm0gQAAAAtAQIABAAAAPABAQAIAAAAMgpEAsgIAQAAAC15CAAAADIKYAP0AQEAAAA9eRwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgC4rvN3wa7zdyBA9XdVBmbSBAAAAC0BAQAEAAAA8AECAAgAAAAyCloEvggBAAAAbHkIAAAAMgp7Ab0LAQAAAGx5CAAAADIKewEyBwEAAABseRwAAAD7AkD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgC4rvN3wa7zdyBA9XdVBmbSBAAAAC0BAgAEAAAA8AEBAAgAAAAyCiMFGwcBAAAAU3kIAAAAMgpEAhoKAQAAAFN5CAAAADIKRAKPBQEAAABTeQgAAAAyCkQCegMBAAAAa3kIAAAAMgpgA0cAAQAAAEZ5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0A0lUGZtIAAAoAIQCKAQAAAAABAAAAXPMSAAQAAAAtAQEABAAAAPABAgADAAAAAAA=), (15)

де ![](data:image/x-wmf;base64,183GmgAAAAAAACADoAIDCQAAAACSXwEACQAAA/0AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCoAIgAxIAAAAmBg8AGgD/////AAAQAAAAwP///6/////gAgAATwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AuK7zd8Gu83cgQPV3ngZmJQQAAAAtAQAACAAAADIKdwFoAgEAAAApeQgAAAAyCncBXAEBAAAAKHkcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AuK7zd8Gu83cgQPV3ngZmJQQAAAAtAQEABAAAAPABAAAIAAAAMgp3Ad8BAQAAAGx5HAAAAPsCQP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuALiu83fBrvN3IED1d54GZiUEAAAALQEAAAQAAADwAQEACAAAADIKQAJAAAEAAABTeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtACWeBmYlAAAKACEAigEAAAAAAQAAALzzEgAEAAAALQEBAAQAAADwAQAAAwAAAAAA) – сума квадратів нев'язок для регресійної моделі попереднього ![](data:image/x-wmf;base64,183GmgAAAAAAAAAB4AEBCQAAAADwXgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwC4AEAARIAAAAmBg8AGgD/////AAAQAAAAwP///9f////AAAAAtwEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wJA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AuK7zd8Gu83cgQPV3dQVmbgQAAAAtAQAACAAAADIKgAErAAEAAABseQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAAB1BWZuAAAKACEAigEAAAAA/////7zzEgAEAAAALQEBAAQAAADwAQAAAwAAAAAA)-го кроку,

![](data:image/x-wmf;base64,183GmgAAAAAAAMAEoAICCQAAAABzWAEACQAAAzEBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCoALABBIAAAAmBg8AGgD/////AAAQAAAAwP///6////+ABAAATwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AuK7zd8Gu83cgQPV3jQZmhAQAAAAtAQAACAAAADIKdwH3AwEAAAApeQgAAAAyCncBUAMBAAAAMXkIAAAAMgp3AV0BAQAAACh5HAAAAPsCgP4AAAAAAACQAQAAAAIAAgAQU3ltYm9sAACGBgrhoPESALiu83fBrvN3IED1d40GZoQEAAAALQEBAAQAAADwAQAACAAAADIKdwGAAgEAAAAreRwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgC4rvN3wa7zdyBA9XeNBmaEBAAAAC0BAAAEAAAA8AEBAAgAAAAyCncB4AEBAAAAbHkcAAAA+wJA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AuK7zd8Gu83cgQPV3jQZmhAQAAAAtAQEABAAAAPABAAAIAAAAMgpAAkAAAQAAAFN5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AhI0GZoQAAAoAIQCKAQAAAAAAAAAAvPMSAAQAAAAtAQAABAAAAPABAQADAAAAAAA=) – сума квадратів нев'язок для моделі поточного (![](data:image/x-wmf;base64,183GmgAAAAAAACAD4AECCQAAAADTXAEACQAAA/UAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwC4AEgAxIAAAAmBg8AGgD/////AAAQAAAAwP///9f////gAgAAtwEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wJA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AuK7zd8Gu83cgQPV3jwZmEwQAAAAtAQAACAAAADIKgAEvAgEAAAAxeRwAAAD7AkD+AAAAAAAAkAEAAAACAAIAEFN5bWJvbAAAlgYKuaDxEgC4rvN3wa7zdyBA9XePBmYTBAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABEQEBAAAAK3kcAAAA+wJA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AuK7zd8Gu83cgQPV3jwZmEwQAAAAtAQAABAAAAPABAQAIAAAAMgqAASsAAQAAAGx5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AE48GZhMAAAoAIQCKAQAAAAABAAAAvPMSAAQAAAAtAQEABAAAAPABAAADAAAAAAA=))-го кроку,

*k* – ступінь вільності для моделі (![](data:image/x-wmf;base64,183GmgAAAAAAACAD4AECCQAAAADTXAEACQAAA/UAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwC4AEgAxIAAAAmBg8AGgD/////AAAQAAAAwP///9f////gAgAAtwEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wJA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AuK7zd8Gu83cgQPV3YQZmnQQAAAAtAQAACAAAADIKgAEvAgEAAAAxeRwAAAD7AkD+AAAAAAAAkAEAAAACAAIAEFN5bWJvbAAAkwYKA8jhEgC4rvN3wa7zdyBA9XdhBmadBAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABEQEBAAAAK3kcAAAA+wJA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AuK7zd8Gu83cgQPV3YQZmnQQAAAAtAQAABAAAAPABAQAIAAAAMgqAASsAAQAAAGx5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AnWEGZp0AAAoAIQCKAQAAAAABAAAA5OMSAAQAAAAtAQEABAAAAPABAAADAAAAAAA=))-го кроку.

*Ступінь вільності* *k* дорівнює різниці між кількістю спостережень (або обсягом вибірки) *n* та кількістю параметрів *m* в моделі, тобто

![](data:image/x-wmf;base64,183GmgAAAAAAAAAH4AEBCQAAAADwWAEACQAAA+EAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwC4AEABxIAAAAmBg8AGgD/////AAAQAAAAwP///9f////ABgAAtwEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wJA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A6arHd/Kqx3fgl8p3AAAwAAQAAAAtAQAACAAAADIKgAF5BQEAAABteQgAAAAyCoAB+AIBAAAAbnkIAAAAMgqAATkAAQAAAGt5HAAAAPsCQP4AAAAAAACQAQAAAAIAAgAQU3ltYm9sAHdAAAAA2ggK4Omqx3fyqsd34JfKdwAAMAAEAAAALQEBAAQAAADwAQAACAAAADIKgAEuBAEAAAAteQgAAAAyCoABkgEBAAAAPXkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQAAAAAKACEAigEAAAAAAAAAAJTzEgB+r8d3BAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==). (16)

В загальному випадку *F*-статистику розраховують за такою формулою:

![](data:image/x-wmf;base64,183GmgAAAAAAAKAQgAUACQAAAAAxSwEACQAAAzECAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgAWgEBIAAAAmBg8AGgD/////AAAQAAAAwP///6v///9gEAAAKwUAAAsAAAAmBg8ADABNYXRoVHlwZQAAEAEIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFALwAmEDBQAAABMC8AJaBQUAAAAUAvACqwUFAAAAEwLwAmAQHAAAAPsCgP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuALiu83fBrvN3IED1d+AFZtEEAAAALQEBAAgAAAAyCloEkAwBAAAAKXkIAAAAMgpaBOoLAQAAADF5CAAAADIKWgTyCQEAAAAoeQgAAAAyCnsB/g4BAAAAKXkIAAAAMgp7AVgOAQAAADF5CAAAADIKewFgDAEAAAAoeQgAAAAyCnsB4ggBAAAAKXkIAAAAMgp7AdUHAQAAACh5HAAAAPsCQP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuALiu83fBrvN3IED1d+AFZtEEAAAALQECAAQAAADwAQEACAAAADIKRAK7DwEAAAApeQgAAAAyCkQCDgYBAAAAKHkIAAAAMgq+BGgEAQAAADF5CAAAADIKRwJvBAEAAAAyeRwAAAD7AoD+AAAAAAAAkAEAAAACAAIAEFN5bWJvbAAA+QMKcZzhEgC4rvN3wa7zdyBA9XfgBWbRBAAAAC0BAQAEAAAA8AECAAgAAAAyCloEGAsBAAAAK3kIAAAAMgp7AYYNAQAAACt5HAAAAPsCQP4AAAAAAACQAQAAAAIAAgAQU3ltYm9sAAAQBAqDnOESALiu83fBrvN3IED1d+AFZtEEAAAALQECAAQAAADwAQEACAAAADIKRALvCQEAAAAteQgAAAAyCmAD9AEBAAAAPXkcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AuK7zd8Gu83cgQPV34AVm0QQAAAAtAQEABAAAAPABAgAIAAAAMgpaBHYKAQAAAGx5CAAAADIKewHkDAEAAABseQgAAAAyCnsBWQgBAAAAbHkcAAAA+wJA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AuK7zd8Gu83cgQPV34AVm0QQAAAAtAQIABAAAAPABAQAIAAAAMgojBdMIAQAAAFN5CAAAADIKRAJBCwEAAABTeQgAAAAyCkQCtgYBAAAAU3kIAAAAMgq+BKQDAQAAAGt5CAAAADIKRwJ6AwEAAABreQgAAAAyCmADRwABAAAARnkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQDR4AVm0QAACgAhAIoBAAAAAAEAAAC44xIABAAAAC0BAQAEAAAA8AECAAMAAAAAAA==), (17)

де *k*1 – кількість додатково введених регресорів у поточну (ускладнену) модель порівняно з попередньою (при ускладненні моделі на один елемент *k*1=1 і тоді з формули (23) отримуємо формулу (2)),

*k*2 – ступінь вільності для ускладненої моделі.

8. Порівняти розраховане значення *F*-статистики з критичним значенням ![](data:image/x-wmf;base64,183GmgAAAAAAACAKwAIACQAAAADxVgEACQAAAzUBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCwAIgChIAAAAmBg8AGgD/////AAAQAAAAwP///7f////gCQAAdwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAkAAcAAAA+wJA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AuK7zd8Gu83cgQPV36gRmxAQAAAAtAQAACAAAADIKoAFXCQEAAAApeQgAAAAyCqABdwgBAAAAMnkIAAAAMgqgAd0GAQAAACx5CAAAADIKoAEnBgEAAAAxeQgAAAAyCqABvgQBAAAALHkIAAAAMgqgAf4CAQAAACh5HAAAAPsCQP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuALiu83fBrvN3IED1d+oEZsQEAAAALQEBAAQAAADwAQAACAAAADIKoAGCBwEAAABreQgAAAAyCqABYwUBAAAAa3kIAAAAMgqgAdcDAQAAAHB5CAAAADIKoAFHAAEAAABGeRwAAAD7AoD+AAAAAAAAkAEBAADMBAIAEFRpbWVzIE5ldyBSb21hbgC4rvN3wa7zdyBA9XfqBGbEBAAAAC0BAAAEAAAA8AEBAAgAAAAyChACRQECAAAA6vAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQDE6gRmxAAACgAhAIoBAAAAAAEAAAC88xIABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==), що визначається за статистичними таблицями (див. додаток), де ![](data:image/x-wmf;base64,183GmgAAAAAAAKAB4AH/CAAAAACuXwEACQAAA48AAAACABcAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwC4AGgARIAAAAmBg8AGgD/////AAAQAAAAwP///zcAAABgAQAAFwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAXAAAA+wJA/gAAAAAAAJABAQAAzAQCABBUaW1lcyBOZXcgUm9tYW4gQ3lyAMy7BAAAAC0BAAAIAAAAMgogAXEAAQAAAHAACgAAACYGDwAKAP////8BAAAAAAAQAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AzAQAAAAtAQEABAAAAPABAAADAAAAAAA=) – довірча ймовірність.

Якщо ![](data:image/x-wmf;base64,183GmgAAAAAAACAGwAIBCQAAAADwWgEACQAAA/0AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCwAIgBhIAAAAmBg8AGgD/////AAAQAAAAwP///7f////gBQAAdwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAkAAcAAAA+wKA/gAAAAAAAJABAQAAzAQCABBUaW1lcyBOZXcgUm9tYW4AuK7zd8Gu83cgQPV3gQVmWQQAAAAtAQAACAAAADIKEAJlBAIAAADq8BwAAAD7AkD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgC4rvN3wa7zdyBA9XeBBWZZBAAAAC0BAQAEAAAA8AEAAAgAAAAyCqABZwMBAAAARvAIAAAAMgqgAUcAAQAAAEbwHAAAAPsCQP4AAAAAAACQAQAAAAIAAgAQU3ltYm9sAAAOBArHQPESALiu83fBrvN3IED1d4EFZlkEAAAALQEAAAQAAADwAQEACAAAADIKoAHzAQEAAAA+8AoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAFmBBWZZAAAKACEAigEAAAAAAQAAAFzzEgAEAAAALQEBAAQAAADwAQAAAwAAAAAA), чергове (![](data:image/x-wmf;base64,183GmgAAAAAAACAD4AECCQAAAADTXAEACQAAA/UAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwC4AEgAxIAAAAmBg8AGgD/////AAAQAAAAwP///9f////gAgAAtwEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wJA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AuK7zd8Gu83cgQPV3jwZmEwQAAAAtAQAACAAAADIKgAEvAgEAAAAxeRwAAAD7AkD+AAAAAAAAkAEAAAACAAIAEFN5bWJvbAAAlgYKuaDxEgC4rvN3wa7zdyBA9XePBmYTBAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABEQEBAAAAK3kcAAAA+wJA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AuK7zd8Gu83cgQPV3jwZmEwQAAAAtAQAABAAAAPABAQAIAAAAMgqAASsAAQAAAGx5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AE48GZhMAAAoAIQCKAQAAAAABAAAAvPMSAAQAAAAtAQEABAAAAPABAAADAAAAAAA=)) ускладнення моделі слід вважати доцільним: воно обумовило суттєве зменшення рівня нев’язок і покращило точність апроксимації моделлю вихідних даних. В цій ситуації виникає потреба в перевірці можливості подальшого ускладнення моделі. Тепер останню модель вже вважатимемо попередньою і задля її ускладнення перейдемо до виконання п.5.

Пункти 5–8 повторюються, поки покрокове ускладнення моделі є ефективним.

Якщо ![](data:image/x-wmf;base64,183GmgAAAAAAACAGwAIBCQAAAADwWgEACQAAA/0AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCwAIgBhIAAAAmBg8AGgD/////AAAQAAAAwP///7f////gBQAAdwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAkAAcAAAA+wKA/gAAAAAAAJABAQAAzAQCABBUaW1lcyBOZXcgUm9tYW4AuK7zd8Gu83cgQPV3mwVm2gQAAAAtAQAACAAAADIKEAJeBAIAAADq8BwAAAD7AkD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgC4rvN3wa7zdyBA9XebBWbaBAAAAC0BAQAEAAAA8AEAAAgAAAAyCqABYAMBAAAARvAIAAAAMgqgAUcAAQAAAEbwHAAAAPsCQP4AAAAAAACQAQAAAAIAAgAQU3ltYm9sAAA+BArXnOESALiu83fBrvN3IED1d5sFZtoEAAAALQEAAAQAAADwAQEACAAAADIKoAHsAQEAAAA88AoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtANqbBWbaAAAKACEAigEAAAAAAQAAALjjEgAEAAAALQEBAAQAAADwAQAAAwAAAAAA), останнє ускладнення структури моделі не ефективне, процедура крокової регресії переривається і в якості моделі для подальшої роботи використовується більш проста модель, а саме модель, отримана не на поточному, а на попередньому ![](data:image/x-wmf;base64,183GmgAAAAAAAAAB4AEBCQAAAADwXgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwC4AEAARIAAAAmBg8AGgD/////AAAQAAAAwP///9f////AAAAAtwEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wJA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AuK7zd8Gu83cgQPV3dQVmbgQAAAAtAQAACAAAADIKgAErAAEAAABseQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAAB1BWZuAAAKACEAigEAAAAA/////7zzEgAEAAAALQEBAAQAAADwAQAAAwAAAAAA)-ому кроці підбору елементів структури моделі.

9.Як тільки процес покрокового ускладнення моделі буде перервано, слід виконати перевірку значущості оцінок параметрів найкращої моделі за ![](data:image/x-wmf;base64,183GmgAAAAAAAAABoAEDCQAAAACyXgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCoAEAARIAAAAmBg8AGgD/////AAAQAAAAwP///xcAAADAAAAAtwEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wJA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A6arHd/Kqx3fgl8p3AAAwAAQAAAAtAQAACAAAADIKQAErAAEAAAB0eQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAAAAAAoAIQCKAQAAAAD/////9PMSAH6vx3cEAAAALQEBAAQAAADwAQAAAwAAAAAA)-критерієм Стьюдента:

![](data:image/x-wmf;base64,183GmgAAAAAAAIAIIAYBCQAAAACwUAEACQAAA7cBAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCIAaACBIAAAAmBg8AGgD/////AAAQAAAAwP///7v///9ACAAA2wUAAAsAAAAmBg8ADABNYXRoVHlwZQAAQAEIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAJFAMQEBQAAABMC7QLEBAUAAAAUAkUA9wYFAAAAEwLtAvcGBQAAABQCMAOXAwUAAAATAjADLwgcAAAA+wJA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A6arHd/Kqx3fgl8p3AAAwAAQAAAAtAQEACAAAADIK/gRoBwEAAAB9eQgAAAAyClYEpAUBAAAAfnkIAAAAMgr+BMoEAQAAAHt5CAAAADIKVgTqAwEAAAB+eQgAAAAyCmEBAgUBAAAAfnkcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A6arHd/Kqx3fgl8p3AAAwAAQAAAAtAQIABAAAAPABAQAIAAAAMgpuBc0GAQAAAGp5CAAAADIKeQIrBgEAAABqeQgAAAAyChAECQEBAAAAankcAAAA+wJA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A6arHd/Kqx3fgl8p3AAAwAAQAAAAtAQEABAAAAPABAgAIAAAAMgr+BJUFAQAAAGF5CAAAADIKCQLzBAEAAABheQgAAAAyCqADLAABAAAAdHkcAAAA+wJA/gAAAAAAAJABAQAAAgQCABBTeW1ib2wAd0AAAADoBgq56arHd/Kqx3fgl8p3AAAwAAQAAAAtAQIABAAAAPABAQAIAAAAMgr+BI4DAQAAAHN5HAAAAPsCQP4AAAAAAACQAQAAAAIAAgAQU3ltYm9sAHdAAAAA9AQKn+mqx3fyqsd34JfKdwAAMAAEAAAALQEBAAQAAADwAQIACAAAADIKoAMqAgEAAAA9eQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAAAAAAoAIQCKAQAAAAACAAAAlPMSAH6vx3cEAAAALQECAAQAAADwAQEAAwAAAAAA), ![](data:image/x-wmf;base64,183GmgAAAAAAAMAFwAIBCQAAAAAQWQEACQAAAxsBAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCwALABRIAAAAmBg8AGgD/////AAAQAAAAwP///6L///+ABQAAYgIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAJmAPcCBQAAABMCZgB5BRwAAAD7AkD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgDpqsd38qrHd+CXyncAADAABAAAAC0BAQAIAAAAMgoAAqAEAQAAAHB5CAAAADIKAAKNAAEAAABqeRwAAAD7AkD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgDpqsd38qrHd+CXyncAADAABAAAAC0BAgAEAAAA8AEBAAgAAAAyCgACwwMBAAAALHkIAAAAMgoAAukCAQAAADB5HAAAAPsCQP4AAAAAAACQAQAAAAIAAgAQU3ltYm9sAHdAAAAAPwYKxemqx3fyqsd34JfKdwAAMAAEAAAALQEBAAQAAADwAQIACAAAADIKAAKKAQEAAAA9eQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAAAAAAoAIQCKAQAAAAACAAAAlPMSAH6vx3cEAAAALQECAAQAAADwAQEAAwAAAAAA), (18)

Де ![](data:image/x-wmf;base64,183GmgAAAAAAACACwAIBCQAAAADwXgEACQAAA/UAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCwAIgAhIAAAAmBg8AGgD/////AAAQAAAAwP///7f////gAQAAdwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAkAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AuK7zd8Gu83cgQPV3/gRmCQQAAAAtAQAACAAAADIKEAJxAQEAAABqeRwAAAD7AkD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgC4rvN3wa7zdyBA9Xf+BGYJBAAAAC0BAQAEAAAA8AEAAAgAAAAyCqABOQABAAAAYXkcAAAA+wJA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AuK7zd8Gu83cgQPV3/gRmCQQAAAAtAQAABAAAAPABAQAIAAAAMgr4AEgAAQAAAH55CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0ACf4EZgkAAAoAIQCKAQAAAAABAAAAvPMSAAQAAAAtAQEABAAAAPABAAADAAAAAAA=) – оцінка *j*-го параметра моделі;

![](data:image/x-wmf;base64,183GmgAAAAAAAOAEwAIBCQAAAAAwWAEACQAAAzkBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCwALgBBIAAAAmBg8AGgD/////AAAQAAAAwP///7f///+gBAAAdwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAkAAcAAAA+wJA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AuK7zd8Gu83cgQPV3cAVmTQQAAAAtAQAACAAAADIKoAHxAwEAAAB9eQgAAAAyCvgALQIBAAAAfnkIAAAAMgqgAVMBAQAAAHt5CAAAADIK+ABzAAEAAAB+eRwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgC4rvN3wa7zdyBA9XdwBWZNBAAAAC0BAQAEAAAA8AEAAAgAAAAyChACVgMBAAAAankcAAAA+wJA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AuK7zd8Gu83cgQPV3cAVmTQQAAAAtAQAABAAAAPABAQAIAAAAMgqgAR4CAQAAAGF5HAAAAPsCQP4AAAAAAACQAQEAAAIEAgAQU3ltYm9sAAADAwqaQPESALiu83fBrvN3IED1d3AFZk0EAAAALQEBAAQAAADwAQAACAAAADIKoAEXAAEAAABzeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAE1wBWZNAAAKACEAigEAAAAAAAAAAFzzEgAEAAAALQEAAAQAAADwAQEAAwAAAAAA) – оцінка середнього квадратичного відхилення для ![](data:image/x-wmf;base64,183GmgAAAAAAACACwAIBCQAAAADwXgEACQAAA/UAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCwAIgAhIAAAAmBg8AGgD/////AAAQAAAAwP///7f////gAQAAdwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAkAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A6arHd/Kqx3fgl8p3AAAwAAQAAAAtAQAACAAAADIKEAJxAQEAAABqeRwAAAD7AkD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgDpqsd38qrHd+CXyncAADAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCqABOQABAAAAYXkcAAAA+wJA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A6arHd/Kqx3fgl8p3AAAwAAQAAAAtAQAABAAAAPABAQAIAAAAMgr4AEgAAQAAAH55CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AAAAACgAhAIoBAAAAAAEAAAD08xIAfq/HdwQAAAAtAQEABAAAAPABAAADAAAAAAA=)-го параметра моделі.

10. Розраховані значення ![](data:image/x-wmf;base64,183GmgAAAAAAAMABwAICCQAAAAATXQEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCwALAARIAAAAmBg8AGgD/////AAAQAAAAwP///7f///+AAQAAdwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAkAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AuK7zd8Gu83cgQPV3TgRm6wQAAAAtAQAACAAAADIKEAIFAQEAAABqeRwAAAD7AkD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgC4rvN3wa7zdyBA9XdOBGbrBAAAAC0BAQAEAAAA8AEAAAgAAAAyCqABKwABAAAAdHkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQDrTgRm6wAACgAhAIoBAAAAAAAAAAC44xIABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==) порівняти з критичними ![](data:image/x-wmf;base64,183GmgAAAAAAAKAGwAIBCQAAAABwWgEACQAAAxUBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCwAKgBhIAAAAmBg8AGgD/////AAAQAAAAwP///7f///9gBgAAdwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAkAAcAAAA+wJA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AuK7zd8Gu83cgQPV37QNmvAQAAAAtAQAACAAAADIKoAHDBQEAAAApeQgAAAAyCqABMwQBAAAALHkIAAAAMgqgAXQCAQAAACh5HAAAAPsCQP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuALiu83fBrvN3IED1d+0DZrwEAAAALQEBAAQAAADwAQAACAAAADIKoAHVBAEAAABreQgAAAAyCqABTAMBAAAAcHkIAAAAMgqgASsAAQAAAHR5HAAAAPsCgP4AAAAAAACQAQEAAMwEAgAQVGltZXMgTmV3IFJvbWFuALiu83fBrvN3IED1d+0DZrwEAAAALQEAAAQAAADwAQEACAAAADIKEAK9AAIAAADq8AoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtALztA2a8AAAKACEAigEAAAAAAQAAALzzEgAEAAAALQEBAAQAAADwAQAAAwAAAAAA) із статистичних таблиць *t*-розподілу статистики Стьюдента (див. додаток), де *р* – довірча ймовірність, зазвичай *р*=0,95, *k* – ступінь вільності для обраної моделі

Для значущих параметрів моделі обов’язкова умова ![](data:image/x-wmf;base64,183GmgAAAAAAAMAFwAIBCQAAAAAQWQEACQAAAykBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCwALABRIAAAAmBg8AGgD/////AAAQAAAAwP///7f///+ABQAAdwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAkAAcAAAA+wKA/gAAAAAAAJABAQAAzAQCABBUaW1lcyBOZXcgUm9tYW4AuK7zd8Gu83cgQPV3TAVm7QQAAAAtAQAACAAAADIKEAIGBAIAAADq8BwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgC4rvN3wa7zdyBA9XdMBWbtBAAAAC0BAQAEAAAA8AEAAAgAAAAyChACBQEBAAAAavAcAAAA+wJA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AuK7zd8Gu83cgQPV3TAVm7QQAAAAtAQAABAAAAPABAQAIAAAAMgqgAXQDAQAAAHTwCAAAADIKoAErAAEAAAB08BwAAAD7AkD+AAAAAAAAkAEAAAACAAIAEFN5bWJvbAAA7QMKG6DxEgC4rvN3wa7zdyBA9XdMBWbtBAAAAC0BAQAEAAAA8AEAAAgAAAAyCqABIAIBAAAAPvAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQDtTAVm7QAACgAhAIoBAAAAAAAAAAC88xIABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==). Це означає, що задіяна у моделі сукупність регресорів не містить надмірності, зокрема, відсутні регресори, лінійно залежні від інших.

Якщо будуть виявлені незначущі оцінки, для яких ![](data:image/x-wmf;base64,183GmgAAAAAAAMAFwAIBCQAAAAAQWQEACQAAAykBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCwALABRIAAAAmBg8AGgD/////AAAQAAAAwP///7f///+ABQAAdwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAkAAcAAAA+wKA/gAAAAAAAJABAQAAzAQCABBUaW1lcyBOZXcgUm9tYW4AuK7zd8Gu83cgQPV3QQlmRQQAAAAtAQAACAAAADIKEAL/AwIAAADq8BwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgC4rvN3wa7zdyBA9XdBCWZFBAAAAC0BAQAEAAAA8AEAAAgAAAAyChACBQEBAAAAavAcAAAA+wJA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AuK7zd8Gu83cgQPV3QQlmRQQAAAAtAQAABAAAAPABAQAIAAAAMgqgAW0DAQAAAHTwCAAAADIKoAErAAEAAAB08BwAAAD7AkD+AAAAAAAAkAEAAAACAAIAEFN5bWJvbAAA8gQKh6DxEgC4rvN3wa7zdyBA9XdBCWZFBAAAAC0BAQAEAAAA8AEAAAgAAAAyCqABGQIBAAAAPPAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQBFQQlmRQAACgAhAIoBAAAAAAAAAAC88xIABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==), треба по одному виключити кожен з регресорів з моделі та виконати для отриманих таким чином спрощених варіантів моделі перевірку значущості оцінок їх коефіцієнтів за критерієм Стьюдента. Серед спрощених варіантів, що успішно пройшли перевірку, визначити найкращий (шляхом проведення зіставлення та додаткового аналізу цих варіантів за значеннями їх коефіцієнтів детермінації ![](data:image/x-wmf;base64,183GmgAAAAAAAIACgAICCQAAAAATXgEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgAKAAhIAAAAmBg8AGgD/////AAAQAAAAwP///6////9AAgAALwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAIAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AuK7zd8Gu83cgQPV3cwZmewQAAAAtAQAACAAAADIKdwF/AQEAAAAyeRwAAAD7AkD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgC4rvN3wa7zdyBA9XdzBmZ7BAAAAC0BAQAEAAAA8AEAAAgAAAAyCkACRwABAAAAUnkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQB7cwZmewAACgAhAIoBAAAAAAAAAADk4xIABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==), залишковими сумами квадратів нев’язок, *t*-статистиками), який надалі слід використовувати у якості прикладної математичної моделі.

Деякі визначення:

Сукупність значень, отриманих у ході спостереження ряду величин під час проведення досліджень (експериментів), називають *вибіркою*. Кількість спостережень (експериментів) *n* визначає обсяг вибірки.

Будь-яку функцію вибіркових даних, що не залежить від невідомих параметрів, називають *статистикою*. Статистика є випадковою величиною.

Статистику, обчислену за вибірковими даними, яку беруть як невідоме значення параметра, називають *оцінкою* цього параметра*.*

1. **Завдання:**

1. Методом крокової регресії обрати найкращу модель.

2. Для обосновання вибору кращої моделі побудувати графіки динаміки статистик R2 , S для всіх отриманих моделей.

3. Побудувати графік Yp і Y за допомогою Мастеру діаграм.

**Табл. 2. Критические значения статистик**

|  |  |
| --- | --- |
| **F(p,k1,k2)** | **t(p,k)** |
| F(0,95;1;40)=4,08 | t(0,95;40)=2,02 |
| F(0,95;1;30)=4,17 | t(0,95;30)=2,04 |
| F(0,95;1;29)=4,18 | t(0,95;29)=2,05 |
| F(0,95;1;28)=4,20 | t(0,95;28)=2,05 |
| F(0,95;1;27)=4,21 | t(0,95;27)=2,05 |
| F(0,95;1;26)=4,22 | t(0,95;26)=2,06 |

**3.Виконання роботи:**

Побудова коефіцієнтів парної кореляції кожного регресора:

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
|  | **x1** | **x2** | **x3** | **x4** |
| Z | 0,156875 | 0,305786 | 0,250021 | -0,44035 |
| abs(z) | 0,156875 | 0,305786 | 0,250021 | 0,44035 |
| z-y1 | 0,053456 | 0,379516 | 0,302567 | -0,53619 |
| abs(z-y1) | 0,053456 | 0,379516 | 0,302567 | 0,536186 |
| z-y2 | 0,09603 | 0,108995 | 0,165003 | -0,74604 |
| abs(z-y2) | 0,09603 | 0,108995 | 0,165003 | 0,74604 |
| z-y3 | 0,122556 | 0,013992 | 0,353997 | -0,04964 |
| abs(z-y3) | 0,122556 | 0,013992 | 0,353997 | 0,049642 |
| z-y4 | 0,120635 | -0,21569 | 6,79E-17 | -0,02417 |
| abs(z-y4) | 0,120635 | 0,215693 | 6,79E-17 | 0,024168 |

|  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  | **x1^2** | **x2^2** | **x3^2** | **x4^2** | **x1x2** | **x1x3** | **x1x4** | **x2x3** | **x2x4** | **x3x4** |
| z | 0,142567 | 0,498623 | 0,181283 | 0,819197 | 0,271593 | 0,225891 | -0,33653 | 0,399728 | -0,50921 | -0,47895 |
| abs(z) | 0,142567 | 0,498623 | 0,181283 | 0,819197 | 0,271593 | 0,225891 | 0,336526 | 0,399728 | 0,509211 | 0,478954 |
| z-y1 | 0,029548 | 0,836595 | 0,595338 | -4,4E-16 | 0,467027 | 0,330264 | -0,6689 | 0,739103 | -0,57648 | -0,46984 |
| abs(z-y1) | 0,029548 | 0,836595 | 0,595338 | 4,41E-16 | 0,467027 | 0,330264 | 0,668905 | 0,739103 | 0,576479 | 0,469844 |
| z-y2 | 0,158966 | 4,59E-16 | 0,109099 | -1,2E-15 | 0,20139 | 0,181312 | -0,94444 | 0,069097 | 0,046321 | -0,00829 |
| abs(z-y2) | 0,158966 | 4,59E-16 | 0,109099 | 1,18E-15 | 0,20139 | 0,181312 | 0,944443 | 0,069097 | 0,046321 | 0,008293 |
| z-y3 | 0,205258 | 1,29E-15 | 0,12313 | -2,6E-15 | 0,200192 | 0,318473 | 5,61E-17 | 0,150746 | 0,135928 | 0,054656 |
| abs(z-y3) | 0,205258 | 1,29E-15 | 0,12313 | 2,56E-15 | 0,200192 | 0,318473 | 5,61E-17 | 0,150746 | 0,135928 | 0,054656 |
| z-y4 | 0,203415 | 1,38E-15 | 0,184736 | -3,4E-15 | -0,01743 | 0,033734 | -5,3E-16 | 0,170038 | 0,129022 | 0,078317 |
| abs(z-y4) | 0,203415 | 1,38E-15 | 0,184736 | 3,37E-15 | 0,017429 | 0,033734 | 5,26E-16 | 0,170038 | 0,129022 | 0,078317 |

Оцінка параметрів моделі:

|  |  |  |
| --- | --- | --- |
|  | **a1** | **ao** |
|  | 3,318851 | 6,529811 |
| Sa | 0,376921 | 1,305298 |
| R^2, Sz | 0,671084 | 6,275653 |
| F, k | 77,53097 | 38 |
| Sreg, Sost | 3053,466 | 1496,585 |
| **T** | 8,805167 | 5,002546 |

|  |  |  |  |
| --- | --- | --- | --- |
| A | 3,116635 | **3,274157** | **3,513919** |
| Sa | 0,335217 | 0,209183 | 0,79355 |
| R^2, Sz | 0,901411 | 3,481939 | #Н/Д |
| F, k | 169,148 | 37 | #Н/Д |
| Sreg, Sost | 4101,467 | 448,5843 | #Н/Д |
| F | 86,44093 |  |  |
| **T** | 9,297362 | 15,65209 | 4,428103 |

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| A | -2,05546 | 2,754077 | 3,351026 | 3,809173 |
| Sa | 0,097194 | 0,094328 | 0,057997 | 0,220024 |
| R^2, Sz | 0,992655 | 0,963477 | #Н/Д | #Н/Д |
| F, k | 1621,851 | 36 | #Н/Д | #Н/Д |
| Sreg, Sost | 4516,633 | 33,41836 | #Н/Д | #Н/Д |
| F | **447,2383** |  |  |  |
| **T** | 21,14801 | 29,19684 | 57,77978 | 17,31252 |

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| A | 0,521239 | -2,03954 | 2,702686 | 3,338758 | 3,887344 |
| Sa | 0,222137 | 0,091879 | 0,091584 | 0,054925 | 0,210084 |
| R^2, Sz | 0,993654 | 0,908308 | #Н/Д | #Н/Д | #Н/Д |
| F, k | 1370,014 | 35 | #Н/Д | #Н/Д | #Н/Д |
| Sreg, Sost | 4521,176 | 28,87583 | #Н/Д | #Н/Д | #Н/Д |
| F | **5,505946** |  |  |  |  |
| **T** | 2,346475 | 22,19804 | 29,51045 | 60,7876 | 18,50378 |

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| A | -0,37255 | 0,856463 | -2,05529 | 2,751749 | 3,345821 | 3,823203 |
| Sa | 0,19769 | 0,278631 | 0,089096 | 0,092171 | 0,053159 | 0,205658 |
| R^2, Sz | 0,994254 | 0,876909 | #Н/Д | #Н/Д | #Н/Д | #Н/Д |
| F, k | 1176,615 | 34 | #Н/Д | #Н/Д | #Н/Д | #Н/Д |
| Sreg, Sost | 4523,906 | 26,14496 | #Н/Д | #Н/Д | #Н/Д | #Н/Д |
| F | #**3,551334** | #Н/Д | #Н/Д | #Н/Д | #Н/Д | #Н/Д |
| **T** | 1,884498 | -3,07382 | 23,06827 | 29,85467 | 62,94037 | 18,59014 |

Графіки динаміки статистик R2 , S для всіх отриманих моделей:

Графік Yp і Y:

1. **Висновки**

За результатами виконаної роботи ми навчились користуватись методом крокової регресії та працювати з структурами регресійної моделі методом крокової регресії, а саме: перевіряти вихідні дані на наявність колінеарності між факторами, підбирати модель методом крокової регресії, проводити комплексний аналіз якості моделі і при необхідності уточнювати її структуру, оцінювати якість параметричної ідентифікації.